S &

Det ecrmination of The Age Distribution
of Sca lce
from Lagrangian observations of Ice Motion

R. Kwok, D. A. Rothrock!, H. L. Stern! and G. F. Cunninghamn

Jet Propulsion Laboratory
California,in.~iituie of Technology

4800 Qak Grove Drive
Pasadena, CA 91109

! polar Science Center, Applied Physics Laboratory
College of Occan and Fisheries Sciences
University of Washington
Seattle, WA 98195

Submitted to IKEE TGA RS

Deccember 16, 1993




Corresponding author:

Dr. ]{()na]d Kwok

Jet I'repulsion laboratory
California institute of Technology
MS 300-235

4800 Oak Grove Drive

Pasadena, CA 91109




D ETERMINATION OF THE AGE DISTRIBUTION OF SEA ICE
FROM LAGRANGIAN OBSERVATIONS OF ICE MOTION

R. Kwok, 1). A. Rothrock,H. I,. Stern and G. F.Cunningham

Abstract

A procedure for monitoring the local age distribution of the Arctic sea ice cover is presented.
The age distribution specifics the area covered by ice in different age classes. in our approach,
a regular array of grid points is defined initially on the first image of a long time series, and
anice tracker finds the positions of those points in all subsequent images of the series. These
Lagrangian points mark the corners of a set of cells that move and deform with the ice
cover. T'he area of each cell changes with each new image or tine step. A positive change
indicates that ice in a new age class was formed in the cell, A negative change is assumed
to have ridged the youngest ice in the ccl], reducing its area. The ice in each cell ages as
it progresses through the time series. The area of nultiyear ice in each ccl] is computed
using an icc classification algorithm. Any area that is not accounted for by the young ice
or multiyear ice is assigned to a category of older first-year ice. We thus have a fine age
resolution in the young end of the age distribution, and coarse resolution for older ice. The
age distribution) of the young ice can be converted to a thickness distribution using a simple
empirical relation between accumulated freezing-degree days and ice thickness, or using a
more complicated thermodynamic model. We describe a general scheme for implementing
this procedure for the Arctic Ocean from fall frecze-up until the onset of melt in the spring.
The concept is illustrated with a time series of five N'RS-1 SAR images spanning a period of
12 days. Such a scheme could be implemented with RADARSAT SAR imagery to provide

basin-wide ice age and thickness inforination.




1 Introduction

The age distribution of seaice specifics the fractional area covered by ice in different age
classes as afunction of time. Thisice distribution is a fundamental quantity that canbe
measurcd by ice tracking by keeping track of the area changes of deforming cells.in the Arctic
Occan in winter, new ice forms from freezing sca water that is exposed by the opening of
leads 1n the ice cover. These horizontal openings manifest themselves as additions of areas
to the local ice cover and arc directly observable in time sequences of Synthetic Aperture
Radar (SAIL) imagery. The newice in these leads ages and thickens. Repeated temporal
sampling of these elemental areas provides us with an indication of when new areas or leads
were created, the length of their existence, and thus a record of their age.. The resolution
of age is dependent on the sampling interval. With some knowledge of the heat exchange
between tile atmosphere and ocean, the observed ice age distribution can be used to estimate

the ice thickness distribution.

The estimation of the thickness distribution is the inotivation for tracking the ice age dis-
tribution. Among the many properties of sea ice strongly dependent upon its thickness are
com pressive strength, rate of growth, surface temperature,turbulent and radiative heat ex-
change with the atimosphere, salt content and brine flux into the oceanic mixed layer. Our
present knowledge of the Arctic ice thickness distribution is derived largely from analysis
of sonar data from submarine cruises, More recently, moorings with upward looking sonars
have also been used to sample the thickness distribution at fixed locations. 1'hese and other
remote sensing techniques under developinent for measurement of the ice thickness arc re-
viewed in [1, 2]. Theseinstruments typically provide a one dimensional transect of ice draft
(or cquivalently, thickness). The data are useful for computing the volume transport of ice
through a region or building up a climatology of mean ice thickness over a long period of

time.

in this paper, wc describe a procedure that provides continual estimates of local age and



thickness distributions of the Arctic sca ice cover. We note at the outset because the algo-
rithin works only during the winter, it provides a fine age resolution of only the youngend

of the age distribution.

The method incorporates two algorithm that arc operational in the Geophysical Processor
System (GPS) at the Alaska SAR Facility (ASF). The current GPS routinely produces ice
motion products and ice type images using IX'RS-1SAR images as input [3], Briefly, the ice
tracking algorithm operates on pairs of itnages separated in time by three or more days, using
acombination of area-matching and fcature-matching techniques to track a regular array of
points from the first image to the second image. This provides a set of ice displacement
vectors on a fixed grid [4, 5]. Theice type algorithm uscs a maximuin likelihood classifier
and a look-up table of expected backscatter characteristics to assign each image pixel to one
of four classes: multiycarice, deformed first-year ice, undeformed first-year ice, and a low
backscatter type characteristic of sinooth, youngerice types and cam open water [6]. These

two algorithms are combined as follows.

2 Overview of Procedure

We assumne that as a data source wc have access to a long time sequence of SAR images
acquired over some region of the Arctic Ocean. Initially, a regular array of points is defined
onthe first image of the series. These points constitute the corners of a regular array of
square cells, say, five kilometers on a side. Theice features at these points are identified
and tracked in each of the subsequentimages in the time series using the GPSice tracking
algorithin, Kach point acquires its own trajectory, andthe array of cells moves and deforins
with the ice cover. This differs slightly from the current GPSice tracking strategy, in which
the motion from each pair of iinages is referred to an llarth-fixed grid, giving anFulerian
picture of the displaceinent field. Here, we use the tracking algorithm to follow the same

set of points over a long time, giving a lL.agrangian picture of the motion. We refer to the



time interval between sequential images as a time step. During each time step the cell arcas
change. A positive change indicates that new ice was formed in the cell. A negative change
is assumed to have ridged the youngest icc in the cell, reducing its area. The age classes arc
determined by the lengths of the time steps, The area of ice in each age class in each ccl] is
updated at each time step, Inthis way, we keep track of the age distribution of the young

ice.

The area of multiyear icc in each cell is adso computed at each time step using the GPSice
classification algorithm. The classification accuracy for multiyearice is around 95% [7]. Two
possible sources of error arc from wind-1oughened open water and from frost flowers growing
on ncw ice. Both of these physical phenomemaresult in highly variable radar backscatter,
causing the classifier to label these pixels sometimesincorrectly as multiyear ice, The time
series of multiyear ice area for ecachcell is used to resolve these anbiguities, resulting in a
more accurate classification. Since the area of multiyear (MY) ice should remain constant
(becuaseno MY icc is created in the winter), any anomaly shows up as a transient spike or
hump that can be filtered out. The filtering procedure is discussed in more detail insection
4, The icc classification algorithm is not used to identify areas of first-year icc because
the accuracy of the classifier is lower for these icc types. Since the areas of young icc and
multiyear icc in each cell arc accounted for by the procedures described above, and the total
area of each cell is known from its geometry, the residual area is simply labeled as first-year
ice. For a series of five images with, say, three clays between successive images, the age

classes would be: 0-3 days, 3-6 days, 6-9 days, 9-12 days, first-year ice, and multiyear ice.

Fields of surface air temperature from the National Meteorological Center (NMC) arc as-
similated by our algorithm and interpolated to the cell locations. With these temperatures
throughout the times series, the young end of the age distribution can be converted to a
thickness distribution using a simple empirica relation bet ween accumulated freezing-degree
days and icc thickness [8], or using a more complicated thermodynamic model. We note our
scheme cannot say anything about the thickness of first-year or multiyear ice, The present

method provides a two-diinensional, potentially Ixmin-wide picture of the thickness of young




ice, butit does not give any inforination about the mecan thickness of the ice cover as a whiole,
since young ice occupies only asinall fraction of thetotal area. The main output product
of our age analysis procedure is the thickness distribution of young ice at a fine spatial

resolution and the arcalfraction of first-year and multi-year ice at regular time intervals.

Whenthe Canadian Radarsat is launched in January 1995, its imaging radar will have
the capability to cover the entire Arctic Ocean every seven days with its wide swath (500
kilometer) ScanSAR mode [9]. We envision using this data and the procedure described
herein to compute the age distribution of sea ice in the Arctic, starting at freeze-up in
the fall and continuing until the onset of melt in the spring. The summer months cannot
be treated because open water does not necessarily freeze into ice, and because the radar

signature of multiyearicein the summer is more variable.

Section 3 gives the computational and bookkeeping details of determining and updating
the age distribution] at each timestep, including two examples from time series of KRS- 1
SAR images. Section 4 outlines the general procedure for finding the age and thickness
distributions throughout the winter, including some of the difficulties that still must be

overcome. Concluding remarks are contained inthelast section.

3 Computational Details and Examples

First wc describe how we relate ccl] area changes to icc age. A cell is the area within an
image defined by the straight- line segments connecting four grid or nodal points. Then, we
discuss a computational procedure to dectermine the age distribution of ice within a ccl].
We want to estimate the area] contribution] f, of each age category j at time &k to the
total observed area. The age resolution is dependent on the frequency of observation of a
givencell. The sampling interval is constant, in the examples shown here athough this dots
not necessarily have to be the case. Thegeneralscheme for operating the procedure on a

basin-wide scale is discussed in the next section.



3.1 Age from Cell Area Changes

Figure 2 shows a cell in a sequence of five SAR images showninFigure 1. The increase in
cell area, between Day 077 and Day 086, due to the continual opening of a lead, is evident.
A closing event (between Day 086 and 089) caused a decrease inarea of the cell. The area
change during each time interval is plotted inFigure 2b. Any new area is assumned to have
been produced between the time of the two images. Any loss in area is assumed to have
depleted the area of the youngestice created earlier. The multiyear ice area within the cell
is estimated from the backscatter histogram from within the cell. These data arc recorded
and tabulated. Fach record applies to thetime of one scene and records the change since
the last observation. These are the fundamental data for computing the age distribution.
The age distribution, Bi;, is a set of a1 cas of different age classes. By ; denotes the area of

icc at time 1k of age category j.That is, the age of the ice satisfies the inequalities

tk’tk-»(j-,1)<agck,j< ly tp; fOr = 2 to k --1.

We describe how the age table is constructed using the symbolic notation in Table 1, Actual
nurnerical examples are shown in a later section. The index k denotes time t; the index j
denotes age class, increasing with class age. 7% denotes the mean temperature during the
time interval [tx, tx-1]; Ak is the arca of the cellat time fx. We note that the determination

of Bk, not discussed here, is addressed below.

The quantity Brmy is the area of multiyear (MY) ice inthe cell at time {, as determined
fromn the backscatter within the cell. We usc the ice classification algorithm in the GPS for
this purpose. Theoretically this should not depend on k (time), but errors in the classification
of multiyearice can result from wind-blown open water or frost flowers. These confounding
effects can be identified and removed by considering the time series of the multiycar ice area
By my, Bamy,. .. Brmy. This filtering problem is discussed later, The quantity Fj pyis
the area of ice in the cell attime !k older thantx -- ¢{; but younger than multiycar ice,

i.e. it is the older first-year (FY) ice, The oldestice (other than FY and MY) which is




observed in this procedure is dependenton the length of time required to ‘integrate’ out
the initial conditions (discussed in Section 4). At time 1, the area B, ary is computed from
the backscatter within the cell, as described above, and the area B3; jy is computed as the

residual Al — I3y ay.

3.2 Age Distribution within a ccl]

Suppose that the complete age histogram is known a time k-1
Bro1a, Beo2, .0) Brovk-2, Br_q gy, Be-1.my

The computational procedure to obtain the histogram B;; at time & is as follows:

1. The first step is a shift of the histograin thatl represents the aging process.
By jeBro1j-1 fOr j=2to k “1

For example, the first equation Br2 « Br-11 says that the area of ice at time k-1
(which was older than O but younger than k-~ tk-2) is transferred into the class of ice
that is older than tx -- tk-1but younger thantx -- tk—2. In other words, wc have added
At = {; - tk-1 to the upper and lower bounds of the age class. A similar interpretation
applies to the other equations. Note that F,1 is not defined yet. It is determined in

the next step.

2. Compute the new total cell area, Ak, from the new positions of the grid points. Com-
pute the change in cell area since the previous time: AA = Ay — Ag_;. The area of
the youngest ice class is now the amount of cell area change, AA, since the previous
time. The area of the youngest ice class is now $k1=maz(0, AA). Inother words, if
new area was created (AA > O) then set the area of the youngest class to AA. If area
was lost (AA < O) then set the area of the youngest class to zero. Step 4 accounts for

any loss in area.




3. If AA > O then skip tostep 5.

4. Thisstep is only executed when the cell area decreases (AA < O), We need to remove

the area AA from the histogramn. We first remove area from the next class f3 , and
then older classes, as necessary, until atotal area reduction of AA is achieved. The

assumnption is that we arc ridging the youngest ice first,

The area of multiyearice I3, apy is comnputed from the backscatter within the cell using

(&2

the GPS ice classification algorithn.

6. The area of older first-year ice is computed as the residual area

Brpy = Ax— [Bea4 Bra + . 4 Brx- g+ By

This completes the determination of the areas Pk; at time tx. The procedure is repeated

whenever Lagrangian observations of grid points are available.

3.3 Two Examples

3.3.1 Data Description

Time Series Datascl

We selected a time series of five XRS- 1 SAR images to demonstrate the procedure for the
determination of ice age distribution. ‘I’able 1 shows the temporal and spatial information
related to the image frames within the tiine sequence. These images of the central Beaufort
Sea. were acquired in 1992 and span a. period of 1‘2 days from March 18 to March 30. The
sampling interval or time step of the sequence is 3 days. The SAR images, each covering an
area of approximately 100km x 100km with pixel size of 100 x 100/, were processed at

ASF and resampled to a polar stereographic projection.

Air temperature

The1000mb air temperature field used in our analysis is a product distributed by the Na-



tional Mctcorological Center (NMC). These temperature fields are available twice daily at 07
and 127. The temperature at the nnage center locations during the time of data acquistion
arc shown in Table 1. Wc usc the air temperature to compute the freezing-degree days which
is used as input to the procedure for converting the ice age distribution into ice thickness

distribution in Section 4.

Ice Tracking/Ice Typing

As previously mentioned, the present Geophysical Processor System has an ice tracker which
produces an Fulerian ice motion product from image pairs, The tracker uses a combination
of itnage matching by correlation of theimmage intensities and feature matching of the bound-
arics separating the icc types [Kwok et al., 1990] to derive the displacement vectors at the
grid points. The vectors in each motion product give the displacements of theice features
initially defined on anKarth-fixed SSM/1grid (Assmyr, #ssmyr) to new geographic locations
(A(AL), (A1) in the interval At, separating an image pair. We modified the GPS ice tracker
to generate the following time sequence of positions for each grid point over a sequence of k&

images to provide the trgjectory of thethese grid points, viz.

(A1), ¢(t1)) — (At2), $(22)) — (Ala), $(ts)) — ... — (A(tk), S(1k))

where A and ¢ represent the geographic location (longitude, latitude) of the points. The grid
points and cells from the l.agrangian tracker are shown in Figure 1. The dimension of the

initial grid size is bkm by 5km.

Theice types used in our procedure are generated by the ice type classification algorithm in
the GPS. ‘I'he ice type algorithm utilizes first-order backscatter to classify pixel intensities
into different ice types. The ice type product classifies Arctic winter SAR imagery into four
icc types: multiyear (MY), first-year deformed (FY-1), first-year undeformed (k’Y-U) and a
low backscatter type characteristic of smooth, younger ice types and calm open water. We

use only the, MY ice type here.




3.3.2 Examples

FErample 1

We are assuming, in both of the following examples, that the initial distribution contains
only FY and MY in the cellsl’able 3 and I'igure 2 illustrate a few steps in the procedure.
The increase in cell area, between Day 077 and Day 086, due to the continual opening of
alead, is evident. The area changes of the ccl] as a function of time arc plotted in Figure
2b. This cellhad an initial area of 2500 units, 1336 of which were classified as multiyear ice.
Over the first time interva (Day 077 to Day 080), the area increased to 3034, giving a young
icc class, P21 (which is between O and 3 days old), an arca of 534 units. The remaining 1164
units were assigned to the first-year ice class of undetermined age. The ccl] area increased
to 3205 and 3317 during the second (Day 080 and 083) and third (Day 083 and 086) time
intervals, respectively. Thisnew area of 171 units created during the second time interval
replaces the 534 units as the youngest age group. Similarly, the 112 units created during
the third time interval replaces the 171 units as having the youngest age, The 534 units
created during the first, time interval have become 3-6 days and 6-9 days old, during the
sccond and third time intervals, respectively, and represent the aging of theice from H22 to
B3 3. A closing event (between 1 Jay 086 and 089) caused a decrease in ccl] area from 3317
to 3235, or 82 units. At this time step, the newest age class (353 = O) has zero area since
no ncw area was created, and the next youngest class loscs 82 units to account for the lost
cell area. 1265 units were classified as MY ice, leaving 1235 units of old FY ice. Note that
the area of MY icc does not remain constant throughout the 12-day period. This is due to
the nigh backscatter of the open lead, the signature of which overlaps with that of the MY
ice backscatter, leading to an over estimation of MY ice. We discuss a procedure to resolve

this classification error in the next section.

Frample 2
‘I'able 4 shows the results from the temporal evolution of the grid ccl] in Figure 3. The grid

ccl] is extractcd from the same image. T'his ccl] increasedin area during the first three, time




intervals, with a decrease in areaduring the last time interval in the sequence. The total
decrease in area of 284 units during the last time interval is accounted for by decreasing the
area of the three youngest age classes. The MY ice area remained relatively constant during

the whole time sequence becausc the backscatter of the ice in the leads was low in this case,

4 Discussion of General Scheme

We have discussed the computation of the age distribution within a cell. Now, we address
some of the unresolved technical issues associated with mechanizing such a scheme for ob-
scrvation of the age distribution of sea ice in the entire winter Arctic using a seasonal timne
sequen ce Of SAR observations. The block diagram for the entire scheme is shown in Figure

.

4.1 Determination of Ice Age Distribution

Initial Conditions

The age distribution needs to be initialized at fall freeze-up. Since we do not know the ice
age distribution at freeze-up, observations must be made for a period of time before the
initial conditions no longer affect the age distribution estimates. This start-up period is
determined by the oldest age class (excluding FY and MY) we decide to track. For example,
if the oldest desired age class is 30 days, then it will take 30 days for the initial conditions
(young ice present at start-up) to ‘grow into the }Y category. After this period, the initial
conditions are determined and tile age distribution willbe correctly represented by using the

computational procedure above.

Multiyear Ice Fraction
As previously noted, the presence of wind-blown open water or frost flowers on thinner ice

could cause the ice classifier to over-estimate the area of multiyear ice. Using the time
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se ries Of multiyear ice for a particular cell, I3y ary , H2.my, B3 My, ... these mis-classification
events can be identified as positive spikes or humps. Filtering out these events leaves the
‘background’ or true multiyearice area. Thismay still not be perfectly constant since
the cell boundaries (straightlines connecting the corner nodes) are not necessarily material

boundaries and these moving edges can cause ice to shift intoor out of a cell. Idealy,

Ak~ Aia = B0 By~ L By 57 MY

Or, al changes in cell area have to be accounted for by changes in area of the non-MY
ice categories. The sum is over all non-MY categories. lere, we illustrate an alternate

way to estimate an average area of my ice, AMY, using the time series of Bnmy-let
771:A4]N]]WUM(]}kvMy) for all k, and

S - {k: Brmy < 1.1m}.

‘1'hen,
Apmy =- Average(Bimy) forkin S.

Or, the estimate of the MY ice fraction is givenby the average of all Bk my’sless than
11 times the minimum of Brmy.The assumption is that mis-classification leads to an
overestimate of MY ice and that theerror in classification is approximately 10%. We usc
this simple procedure to estimate the average MY ice area. Figure 4 shows Bimy for the
two grid cell examples used in the previous section; the dashed line indicates the average
MY ice area, Apy, determined with this procedure. Inthe first example, the newly-opened
lead has a backscatter signature which overlaps with that of MY ice and therefore increased
the area] fraction of MY ice in the grid. As the ice in the lead aged, its backscatter evolved
toward a more }Y icelike signature and appearance, resulting in a decrease in area of MY
ice. The MY ice area returned to approximately its area before the lead opened. The second
example shows that the backscatter of the icc in the leads remained low and therefore did
not confound the backscattcr-based classifier. In both cases, a reasonable estimate of the

MY ice fraction was obtained. Once the best estimate of multiyear ice at each time U is

1



obtained from the filtered time series, the. areas of older first-year ice By gy a each timet,

need to be adjusted as well, using the new value of Brmy.

Ihxzing-degree days

It is the freczing rate, not temperature or time alone, that tells the thermal history of each
age class. To be able to convert age to ice thickness or to keep the required information when
we interpolate ice age to a different grid, wc must know the freezing rate. Wc approximate
this rate as being proportional to the number of freezing-degree days (FDDD) associated with
each age class of each cell.InTablel, wc have recorded the mean temperature, 7%, over each
time interval [tk,tk_l]. We assume asuitable data product of surface air temperature from
buoys and possibly NMC temperatures has been defined. It is obvious that the accuracy of
the temperature field is important. Theice in the most recent age class (k,1 ) has a maximum
FDD of

Fri= Ti(te tk-1).

All older classes have FDI) equal to the sum of the F,; back to their birth at time tx_;41:

I"k,j = ]"k,l -+ 1"1;-1’1 -+ -Fk-—2,l 4+ ...+ ]Pk-—j+l,l forj = 2 to k-1

Hence, a record of the FDI) is kept for each cell.

Missing grid points

Occasionally the tracking algorithm fails to find a match for a tie point. In the current
GPS, this shows up simply as a hole in the displacement field. For the long time sequence
observations, where wc want to keep track of ccl] properties, it means that for these cells
the boundaries of four cells are not defined. Wc suggest the following alternatives to handle

missing grid points:

1. Refine the matching/tracking scheme. ‘I'racking fails because of low correlations be-

t ween source and target immages. This can happen if the tiepoint falls in a region

12



undergoing a large deformation. Typically such regions are long and narrow. By plac-
ing tile correlation window ofl-center with respect to the initial tic point location, it
is possible that the new window willlie entirely on one rigid piece of ice, rather than
spanning the zone between two moving picces. This could help increase the correlation
and identify more tiepoints that arc very closc to shear zones. Another option that is
available to a l.agrangian tracker is to look at several previous images, rather that just

the most recent image, when perforiing the correlation.

2. If a match still cannot be found, place the tie point in the most likely spot according

to some interpolation scheme.

3. As an alternative to (2), combine the four cells around the missing nodal point into
one big cell. This is an attractive procedure only if the frequency of resorting to this

alternative is small, otherwise wc will end up with large holes with no grid points.

Careful evaluation of these alternatives based on complexity and computational loading is

required.

Regridding/A dding new grid points

As cells become ‘too deformed’, nodes will have to be replaced by regridding. Adaptive
regridding and moving meshes arc techniques in usc by finite elemnent modelers. T'wo possible
regridding strategies can be implemented: (@) Regrid each month (or other time interval)
to a standard square grid; (b)Regrid locally when a cell becomes too deformed. Either of
the options requires information such as arca and freezing degree-days to be transferred or
interpolated from an irregular grid to a regular one. We leave this as an issue here, suflice it
to say that a strategy for addressing the deformation problem needs to be considered. An
alternative to regridding is to create additional grid points to define the cell boundaries if
the deformation becornes to large. We illustrate this with an example (Figure 6). In this
case, the strain (I, -- 1,)/1., between two points excecded a prc-set threshold (1.1 ) and a
point was added between the two points. This minimizes the problem of uncertainty in the

true material boundaries by maintaining a nominal sampling interval of thecell boundaries.

13



42 Conversion to Ice Thickness Distribution

We convert the age distribution, I3 ;,tothe thickness distribution, hgj, with a simple

procedure which utilizes the dependence of thickness, (4 ), on freezing-degree days, F,
]]kv]' == f(](‘k,])'

For each area of young ice, Bk jthere arc upper andlower bounds onthe age of the ice.
Consequently there are two values of F', upper and lower hounds, that apply to eachBk, ;-
This corresponds to the maximum or upper bound on the freezing-degree days for the ice in
that age class. The minimum or lower bound is Fj ;. 1. We do not keep track of F for the

1“% and MY classes. Thus the thickness range of icein Bk jis,
T(Frjo1) < by < f(Fij)-

Figure 7 plots three empirical relationships between the thickness of young sea icc and the
cumulative number of freezing-degree days (after [8]). We used Lebedev’s (1938) parameter-
ization, with

Hy; = ].33]",?"]-58.

This relationship is based on 24 station years of observations from various locations in the
Soviet Arctic. l.ebedev’s parametrization describes icc growth under “ average” snow con-

ditions, in contrast to Anderson’s whichdescribesice growth with little or no snow cover.

The upper and lower bounds of icc thicknessfor each age class are shown in Figures 2c
and 3c. The high rate of icc growth whenthe ice is young gives the largest uncertainty
in the thickness in this youngest age class. Thisuncertainty improves as the ice ages and
the growth rate decreases. The area occupied by seaice within a thickness range can be
read directly fromn the figures 2c and 3c. This completes the demonstration of our simple
procedure for converting ice age into ice thickness. A more sophisticated thermodynamic
model could be implemented to obtainthe ice thickness, but the routine observations of
some Of the necessary atmospheric and oceanic paratneters (e.g. snow depth, snow surface

temperature, etc.) arc not readily available.
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5 Concluding Remarks

We have described the procedure for monitoring the local age distribution of sea ice for a large
region. We have demonstrated the procedure using lagrangian observations of ice motion
obtained from a time sequence of ERS-1 SA R imagery. The advantage of this procedure
is that it does not need to distinguish between the backscatter characteristics of thin and
first- yearicet ypes. The signature of multiyearice has been shown to be strikingly stable
over two winters [1 O], The error in the estirnation of the MY fraction, caused by frost flowers,
wind-blown open water or pancake ice can be resolved with a time sequence of images. T'he
MY ice fraction is an independent estimate and does not affect the age distribution of other
age classes. Using an empirical relationship between icc growth and cumulative freczing-
degree days or more sophisticated thermodynamic growth models, one can convertice age

to ice thickness.

In the general scheme, wc suggest starting the process during fall freeze-up and continuing for
the whole scasonal cycle through the onset of melt to obtain a record of the age distribution
for the Arctic ocean. We have discussed somne questions that nced to be addressed before
such a scheme could be mechanized for extended spatial and temporal observations. We have
not addressed how such a scheme could be utilized for suinmer observations. The spatial
and temporal coverage data required to sustain such a process are demanding. A sampling
interval of six days would cause an uncertainty in ice age of six days and an uncerta nty
in the thickness of the thinnest ice of about 15cm (if the air temperature were -30 W). The
RADARSAT SAR, which will be launched in January 1995, will have the capability to
image the ice cover every six days. Thisscheme could be implemented in a ncw Geophysical

Processor System to provide Arctic-wide fields of motion and age distributions.
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Table1

Image Sequence (Time, Location and Average temperature)

| Image No./ID| Time (DOY:HH) | Rev | Image Center | Temperature (“C) !

1/15073 077:22 3509 | 73.20 N/153.79W 23 |
[I 2/15109 080:22 | 3552 | 73.40N/153.64W -20 |
| 3/15147 083:22 | 3595 | 73.29N/153.81W -20 |

I

I
' 4/1518 086:22 '3538 {73.29 N/153.82W -19
5/16245 089:22 ) 3581 | 73.30 N/153.80W -17




Table 2

Record of Parameters (Area changes. Age Distribution) from Time-sequence Analysis

Record Time  Mean Cell Age Distribution
Temp, ‘T Area, A B
1 t Ay By ry Bimy
2 t2 T, Az B21, Byry , Bamy
3 ts T3 As  Bs1,Bap, Bary, Bamy
4 t4 Ty A4 B4,1,B4,2, Bys, By ry, Bamy

k th Tx Ak Biy,Bras- -+ Bik-1, Bery , Brmy




Table 3
Record of Parameters (Area changes, Age Distribution) from Time-sequence Analysis
(Example 1)
Record Time Mean Cell FDD Area* of Age Class j
(DAY:HH) Temp, T Area, A* 1 2 3 4 FY MY
1 077:22 -23 2500 1164 1336
2 080:22 -20 3034 65 534 598 1902
3 083:22 -20 3205 126 171 534 536 1964
4 086:22 -19 3317 166 112 171 '534 1046 1454
5 089:22 -17 3235 229 O 30 171 534 1235 1265
* 1 pixel = "100m x 100m = 10000 m? = unit area

FDD = Cumulative freezing-degree days



Table 4

Record of Parameters (Area changes, Age Distribution) from Time-sequence Analysis

(Example 2)
Record Time Mean Cdll FDD Area* of Age Class 7

(DAY:HH) Temp, T Area, A* 1 2 3 4 FY MY
1 077:22 -23 2500 692 1808
2 080:22 -20 2736 65 236 375 1925
3 083:22 -20 2807 126 71 236 612 1888
4 086:22 -19 2981 166 11271 236 540 1960
5 089:22 -17 2697 229 0 0 0 197 588 1912

* 1 pixel = 100m X 100m = 10000 m? = unit area

FDD = Cumulative freezing-degree days




Figure Captions

Figure 1. Lagrangian observations of motion in SAR imagery. The five images (Image 1Ds:
15073, 15109, 15147, 15183, 16245) in the time sequence with overlayed deformation grids ,

(The image product information is shown in ‘Jable 1).

Figure 2. Determination of ice age distribution and thickness distribution in a grid cell
extracted from the time sequence (Example 1). (@) The image sequence showing the defor-
mation of a grid cell. (b) Plot of area changes as a function of time, and age histograms
computed from the area changes. (c) Plot of the freezing-degree days and the computed

thickness of the ice. (* 1 pixel = 100m x 100m = 10000 m? = unit area)

Figure 3. Determination of ice age distribution and thickness distribution in a grid cell
extracted from the time sequence (Examnple 2), (a) The image sequence showing the defor-
mation of a grid cell. (b) Plot of area changes as a function of time, and age histograms
computed from the area changes. (c) Plot of the freezing-degree days and the computed

thickness of the ice. (* 1 pixel =100m x 100m = 10000 m? = unit area)

Figure 4. Plot of the area of MY ice, $xMy, in the two grid cells. (a) Grid cell 1; (b) Grid
ccl] 2. Dashed line shows the average MY area, AMY, computed using the procedure in the

text. (* 1 pixel = 100nt X 100m = 10000 m?= unit area)
Figure 5. Block diagram showing the general scheme.

Figure 6. Example showing the addition of a grid point when the strain between two grid

points exceeds a threshold of 1.1.

Figure 7. Ice thickness as a function of freezing-degree days from the empirical formulas of

Anderson (A), Lebedev (1.), and Zubov (Z). (Adapted from Maykut (1986))

18







or7 ~-> 089

800 +

077—>085

077 -> DR3

077 -> 0AD

Chonge in Gri¢ Areos

‘ce Age

P S

§ R

V010N 00y

(LT [T 1)

v Ty -y

wo10ndoy

[=]

ice Age

ice Age

3-6

0-3

‘ce Age

o WD A W S

077 ~>089
6-9

"
1
=3
G S
Q o
{w2) wsoundyy o
r - L e -
B
4
©
o| 4%
© ©
A
A 4
~ ©
~ 1.
o "
P
Lg]
|
=3
L e —a—
e ©

(wo) sseundy; o3

ﬁ, JT\Jil.:;if}
4
(]
[+ ]
x .
A
|
~ L4
~ 1]
o ”
Lg]
|
(=]
e e
o
g ]
\_/ 4
N~
~ 1
o
J
Is
]
(=]

o
g (<]

(o) sesundiy; ox

ﬁ C o o e &
(@)
o 18
o &
B4
5

: 1%
3 .
(@]

2]
8 18
(
g}

L e R
S 2 ? R °e

8400 - pesbeg - buites. 4

ice Age

ice Age

Ice Age

ce Age



aby 23,
Zi-6 6-9 FY i-0
- - 2 T YT T g
. RI'74
€d0 <- L0
2wy 23
Zi-6 6-9 9- {-0
vy ey G
, .
N Y

680 <- (G

(wr2) ssurdy) 3

L e

aby a0,
69
—

9-7

e

(w 2)ssaundy,

G000y

$§30 <- £LG

(w2} sseuwdu] 93

Vo 10 Pdoy

o

(wa) * *

OHC <— LG

aby a3

2

CRTILY-I-97

A0Q

60 980 90 oo £40

T v v Aﬁo
V loz 3
. 10 P}
. 1 -
' 1
' 4 '
. jor &
. i
. M
. 409 ,%
[ 4 1 -
| i
| jOo%

GQs #anonwny Kog-¢

PRLILY T

S0auy Ppug wi #buoy)




680

980

A0d

LLO

v

¢80

1

0061

uonojndoy

000¢

AOQ

8o 980 ¢80 o280 (/o

uonoindoy

U015 NGO04 AN




INITIALIZE

TRACK NODES | IMAGES

FILL IN MISSING NODES
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